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ABSTRACT. Development and implementation of improved methodologies for crop water management will conserve valuable
water resources in agricultural regions that depend on irrigation. To address this problem for conditions in central Arizona,
we have evaluated the CSM-CROPSIM-CERES-Wheat model using measured wheat growth and soil water data from
plot-level irrigation scheduling experiments conducted during the winters of 2003-2004 and 2004-2005. During each
season, wheat plots were managed using two FAO-56-based irrigation scheduling approaches at three planting densities
(~75, ~150, and ~300 plant m~2) and at two nitrogen application rates (~80 and ~215 kg ha! year1). For these treatments,
the calibrated model simulated wheat yield with relative root mean squared errors (RRMSE) of 7.4% and 1.7% for the
2003-2004 and 2004-2005 seasons, respectively. Time series plots of measured and simulated Zadoks number, leaf number,
leaf mass, stem mass, spike mass, and green leaf area index demonstrated favorable wheat development and growth responses
to experimental treatments and seasonal weather and management variability. The model was able to quantify average soil
water contents in eight soil layers to a depth of 210 cm with RRMSEs ranging from 3.3% to 18.9% for the 2003-2004 season
and from 2.7% to 11.3% for the 2004-2005 season. Evapotranspiration was simulated with RRMSEs of 2.4% and 3.2% for
the 2003-2004 and 2004-2005 seasons, respectively. Deficiencies were demonstrated in the ability of the model’s automatic
irrigation routines to reproduce the FAO-56 irrigation schedules devised during field experimentation. With further
development, the CSM-CROPSIM-CERES-Wheat model could become a valuable central component for decision tools
designed to evaluate alternative water management scenarios and improve water management for irrigated agricultural
systems.

Keywords. Arizona, CERES-Wheat, Crop model, CROPSIM, CSM, DSSAT, Evaluation, Irrigation scheduling, Simulation,

Wheat.

rowing competition for limited water resources in

the arid and semi-arid regions of the western U.S.

has created a need for improved crop water man-

agement in the agricultural sector. Effective on-
farm water management strategies should address the
amount, timing, and spatial location of irrigation water to be
applied. Several different approaches exist for studying crop
water use and developing water management strategies for
crops, including direct measurement of soil water contents or
soil matric potential; measurement or estimation of actual
crop evapotranspiration (ET.); plant-based assessments of
leaf water potential, canopy temperature, or sap flow; and
modeling techniques based on mass balance principles (Itier
et al., 1996). Many researchers and some practitioners use a
combination of these scientific approaches to understand and
manage the hydrology of irrigated agricultural systems.
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However, on-farm water management decisions are often
complicated by issues unrelated to the specific crop water
needs. For example, inadequate water supplies, issues with
regional water delivery mechanisms, or unfavorable political
decisions concerning water rights may all affect water avail-
ability at the farm level, which will in turn affect on-farm wa-
ter management decisions (Pereira et al., 2002). A robust tool
for improvement of on-farm water management must there-
fore provide information on crop water requirements as well
as provide assessments of alternative management scenarios
during times of inadequate water supply.

Crop systems models (Jones et al., 2003) are well suited
for rapid assessment of on-farm water management alterna-
tives, which may be particularly important for situations
where water availability is highly uncertain. Crop systems
models are process-oriented computer simulation models
that simulate the daily water, nutrient, and plant growth pro-
cesses occurring within agricultural cropping systems
throughout the growing season. These models can be used to
simulate the collective effects of meteorological conditions,
soil properties, cultivar characteristics, and management
practices on crop growth, development, water use, and yield.
Several previous studies report diverse applications of crop
systems models to understand crop growth and yield re-
sponses to water management alternatives. Stockle and
James (1989) simulated the effects of four levels of deficit ir-
rigation on corn yield in central California and found that def-
icit irrigation provided a better net economic benefit than full
irrigation in some cases. Lobell and Ortiz-Monasterio (2006)
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used the CERES-Wheat model to evaluate the impact of re-
duced irrigations on spring wheat yields in the Yaqui Valley
of Mexico and concluded that yield reductions from reduced
irrigation depended largely on precipitation. CERES-Wheat
simulations by Arora et al. (2007) for conditions in Punjab,
India, demonstrated that grain yield and water productivity
were highly influenced by the capacity of extractable soil wa-
ter. Other researchers have developed systems models as
tools for irrigation scheduling (George et al., 2004; Cai et al.,
2009) and for regional assessment of irrigation water demand
(Guerra et al., 2004; Santhi et al., 2005). These studies dem-
onstrate the versatility of crop systems models for addressing
diverse problems related to crop water management.

Before applying a crop systems model to answer crop wa-
ter management questions, it must be adequately tested
against field measurements to ensure that the simulation re-
sults are reasonable. Thus, crop systems modeling and agro-
nomic experimentation are complementary endeavors, and
the ongoing effort to marry these two pursuits is an important
agricultural research direction. During the winters of
2003-2004 and 2004-2005 in Maricopa, Arizona, intensive
field experiments were conducted to compare two FAO-56
irrigation scheduling methods (Allen et al., 1998) for wheat
(Triticum aestivum L.). One scheduling method used an “av-
erage” seasonal crop coefficient curve for typical growing
seasons, and the other used crop coefficients tailored specifi-
cally for each growing season based on canopy spectral re-
flectance measurements (Hunsaker et al., 2007a, 2007b).
Irrigations were scheduled for wheat at three plant population
levels and two nitrogen application rates. Since agronomic
and soil moisture measurements were intensively collected
throughout each field experiment, the measured dataset is of
great value for evaluating a crop systems model as a tool for
studying crop water management in Arizona. The objectives
of this work were (1) to calibrate and validate the CSM-
CROPSIM-CERES-Wheat model using two years of mea-
sured data from wheat irrigation scheduling experiments at
Maricopa, Arizona, and (2) to evaluate the ability of the mod-
el’s automatic irrigation routine to reproduce the FAO-56 ir-
rigation schedule developed during each field experiment.
Current and previous versions of this wheat growth model
have been widely used to simulate the collective effect of cul-
tivar characteristics, management practices, weather, and
soil conditions on the growth, development, and yield of
wheat plants, and the model has been shown to perform ade-
quately for a wide selection of wheat varieties, climatic con-
ditions, and soil types around the world (Chipanshi et al.,
1999; Bannayan et al., 2003; Nain et al., 2004; Rinaldi, 2004;
Lobell and Ortiz-Monasterio, 2006; Arora et al., 2007). Spe-
cifically for conditions in Arizona, the CERES-Wheat mod-
el, a predecessor to the current version, has been evaluated
using a dataset collected during the Free-air Carbon Dioxide
Enrichment (FACE) experiments from 1992 to 1994 (Tubiel-
lo et al., 1999).

MATERIALS AND METHODS
CSM-CROPSIM-CERES-W HEAT
CSM-CROPSIM-CERES-Wheat is one of the plant
growth modules within the Cropping System Model (CSM;
ver. 4.5.0.036; Jones et al., 2003), as provided in the Decision
Support System for Agrotechnology Transfer (DSSAT). It is
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a computer program that utilizes carbon, nitrogen, and water
balance principles to simulate the processes that occur during
the growth and development of wheat plants within an agri-
cultural system. The model calculates crop growth and devel-
opment within a homogeneous area on a daily time step. Crop
development proceeds through nine growth stages based on
heat unit accumulation from planting to harvest, and leaf
numbers are computed during vegetative growth stages. Car-
bon assimilation is computed as a function of incoming solar
radiation, leaf area index (LAI), plant population, the canopy
extinction coefficient, and radiation use efficiency. Assimi-
lated carbon is then partitioned to various plant parts, includ-
ing leaves, stems, spikes, chaff, grain, and roots. Simulated
plant growth responds to variation in management practices,
crop cultivars, soil properties, and meteorological condi-
tions. Management inputs required for model execution in-
clude plant population, row spacing, seed depth, planting and
harvest dates, fertilizer application amounts and dates, and ir-
rigation application amounts and dates. Cultivar parameters
are used to define vernalization requirements, daylength sen-
sitivity, radiation use efficiency, heat units needed to progress
through growth stages, and growth potentials for specific
plant parts. Soils are defined by their water retention and con-
ductivity characteristics, bulk density, pH, and initial condi-
tions for water, inorganic nitrogen, and organic carbon. Daily
inputs for minimum and maximum temperature, dew point
temperature, solar radiation, wind run, and precipitation are
also required. The model simulates plant stress effects from
deficit and excess water conditions and from deficit nitrogen
conditions, which feed back on the daily plant growth simula-
tion.

The one-dimensional soil water balance module imple-
mented within the CSM is particularly important considering
the objectives of this article. The model simulates daily pre-
cipitation and irrigation applications as inputs of water to the
soil system. Surface runoff is computed using the Natural Re-
source Conservation Service (NRCS) curve number tech-
nique (Chow et al., 1988). After computing runoff, excess
precipitation and irrigation water are available for infiltra-
tion, pending sufficient storage capacity in the surface soil
layer. Otherwise, water is infiltrated until soil saturation is
reached, and the remainder is added to the runoff pathway.
One-dimensional water flow through the soil layers is com-
puted using a “tipping bucket” approach based on inputs for
the lower limit, drained upper limit, and saturated water con-
tents of each soil layer. For soil layers with water contents
above the drained upper limit, downward water flux is com-
puted as a fraction of water storage above the drained upper
limit, not to exceed the user-specified saturated hydraulic
conductivity for the layer. After calculating soil water flow
through all the soil layers, water loss to deep seepage is deter-
mined based on the downward water flux from the bottom
soil layer. A water redistribution algorithm accounts for up-
ward water flux to soil layers with water contents between the
lower limit and drained upper limit.

Several methods are available for computing evapotran-
spiration in the CSM, one of which is based on FAO-56 pro-
cedures (Allen et al., 1998). With this method, the model uses
the standard FAO-56 equations to compute daily reference
ET (ET,) from the meteorological input data, but the CSM
then deviates from FAO-56 methods to determine the actual
ET. The main difference is that the crop coefficient (K.) de-
termined from FAO-56 methods is used to directly compute
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actual crop ET from ET,, but the model uses K. to compute
potential ET (PET):

PET = (K, )ET, (1)

The model then partitions PET into potential soil evapora-
tion and potential plant transpiration based on an exponential
relationship between PET and simulated LAI. Actual soil
evaporation is then computed based on simulated soil water
supply, and actual plant transpiration is computed based on
soil water supply and the ability of the simulated plant system
to extract and transpire water from the soil profile. Since
model simulations of actual ET are often less than PET, the
K. used by the model will generally be higher than the K,
used by FAO-56 approaches, which assume that water sup-
plies are always sufficient enough to meet demand. The equa-
tion used by the model to determine K. is:

K. =1.0+ (EORATIO -1.0) {%J )

where LAI is the simulated leaf area index of the crop, and
EORATIO is a scaling parameter for adjusting the relation-
ship between simulated LAI and K. As noted by Tubiello et
al. (1999), the model has tended to underestimate potential
evapotranspiration for sites in Arizona. This study was the
first to incorporate the EORATIO parameter in the CSM-
CROPSIM-CERES-Wheat model as a way to adjust poten-
tial evapotranspiration rates.

Several methods are available for application of irrigation
water in the CSM, the most common of which is to simply ap-
ply water according to the dates and amounts specified in the
management file. Additional methods allow the model to
control irrigation applications, the timing of which is based
on a specified threshold for soil water depletion within a spe-
cified irrigation management depth. When soil water deple-
tions levels trigger an irrigation event, the model can either
apply a specified amount of water or fill the profile to the
drained upper limit. Options are also available for applying
water based on specified dates and amounts through the last
reported day, at which time the model controls irrigation ap-
plications through the end of the growing season.

FIELD EXPERIMENTS

As reported by Hunsaker et al. (2007a, 2007b), ET estima-
tion and irrigation scheduling experiments for wheat were
conducted at the University of Arizona’s Maricopa Agricul-
tural Center (MAC) near Maricopa, Arizona (33.067547° N,
111.97146° W) during the winters of 2003-2004 and
2004-2005. The soil type at the site was a Casa Grande sandy
loam, classified as fine-loamy, mixed, hyperthermic, Typic
Natrargids. The original objective for research at the site was
to determine whether vegetation indices computed from can-
opy spectral reflectance measurements could be used to esti-
mate basal crop coefficients (K¢) required to compute crop
ET and to schedule irrigations using FAO-56 methods (Allen
et al., 1998). For both wheat experiments, the field layout
consisted of 32 experimental plots, each 11.2 X 21 m and hy-
drologically isolated with border dikes. The main treatment
consisted of two approaches for estimation of basal crop co-
efficients, one using a “standard” crop coefficient curve (F)
as a function of days after emergence and the other using a
season-specific crop coefficient curve (N) based on remote
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Table 1. Summary of subtreatments for the 2003-2004 and 2004-2005
FAO-56 irrigation scheduling experiments (FISE) for wheat.

Experimental Variables

Subtreatment Kep Plant Nitrogen No. of

Abbreviation Method Density Level Replicates
FSH FAO (F) Sparse (S)  High (H) 2
FSL FAO (F) Sparse (S) Low (L) 2
FTH FAO (F) Typical (T)  High (H) 4
FTL FAO (F) Typical (T)  Low (L) 4
FDH FAO (F) Dense (D)  High (H) 2
FDL FAO (F) Dense (D) Low (L) 2
NSH NDVI (N) Sparse (S)  High (H) 2
NSL NDVI (N) Sparse (S) Low (L) 2
NTH NDVI(N)  Typical (T)  High (H) 4
NTL NDVI(N)  Typical (T)  Low (L) 4
NDH NDVI(N)  Dense (D)  High (H) 2
NDL NDVI (N) Dense (D) Low (L) 2

sensing estimates of LAI from normalized difference vegeta-
tion indices (NDVI). Subtreatments of plant density and ni-
trogen application rate were equally replicated within each
main treatment to provide a range of crop growth and water
use conditions (table 1). Three plant density levels, desig-
nated as sparse (S; ~75 plant m-2), typical (T; ~150 plants
m-2), and dense (D; ~300 plants m-2), were used. Nitrogen
fertilizer was injected into irrigation pipes at two rates, giving
seasonal nitrogen applications of ~80 kg N ha-! for the low
(L) treatment and ~215 kg N ha-! for the high (H) treatment.
A complete random design with incomplete blocks was used.

Hard red spring wheat (Triticum aestivum L., cv. Yecora
Rojo) was planted at a 0.20 m row spacing on 10-12 Decem-
ber 2003 and on 22 December 2004. To measure soil water
contents, neutron access tubes were installed to a depth of
300 cm in the center of each treatment plot, and a 30 cm
time-domain reflectometry (TDR) probe was placed 50 cm
from each neutron tube. Irrigation border dikes were then
formed around each treatment plot. Two gated pipe irrigation
lines were installed to flood irrigate individual treatment
plots, and irrigation volumes were measured using an in-line,
propeller-type flow meter at the inlet of each pipe. Irrigation
scheduling procedures based on the two scheduling ap-
proaches were initiated in early February for both seasons. Ir-
rigations were scheduled for the day after soil water balance
calculations demonstrated 45% depletion from total avail-
able root zone soil water. Applied irrigation amounts were
110% of depleted root zone soil water, where the extra 10%
was to account for inefficiencies in the irrigation system.
Since irrigation schedules for all treatments managed using
the standard FAO-56 method were identical (table 2) while
that for the NDVI treatments differed among treatment plots,
the current simulation study focuses only on the results for
standard FAO-56 treatments.

Nitrogen fertilizer was applied to each treatment plot by
injecting 32% liquid urea ammonium nitrate into the gated
pipe irrigation system (table 2). Calibrated injector pumps
were installed near the inlet of the gated pipe to meter the fer-
tilizer into the irrigation water. Abnormally high precipita-
tion levels in January and February 2005 (table 3)
complicated nitrogen management for the second wheat ex-
periment. At the recommended time for the first in-season ni-
trogen application (five-leaf stage), the water contents in the
soil were too high to accept irrigation water. The first post-
plant fertilization was therefore delayed until early March
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Table 2. Irrigation and nitrogen fertilizer management schedules
for standard FAO-56 treatments during the 2003-2004
and 2004-2005 irrigation scheduling experiments.

Fertilizer (kg N ha'l)

DAPa] Irrigation
Date (d) (mm) Low High
2003-2004 Experiment
8 Dec. 2003 -3 -- 36.0 36.0
19 Dec. 2003 8 66 -- --
31 Dec. 2003 20 48 -- --
6 Feb. 2004 57 51 -- 56.0
4 Mar. 2004 84 57 28.0 56.0
19 Mar. 2004 99 80 28.0 56.0
31 Mar. 2004 111 94 18.5 37.0
16 Apr. 2004 127 86 -- --
26 Apr. 2004 137 80 -- --
Total 562 110.5 241
2004-2005 Experiment

21 Dec. 2004 -1 -- 37.0 37.0
30 Dec. 2004 8 53 -- --
3 Mar. 2005 71 40 - 56.0
22 Mar. 2005 90 80 37.5 75.0
5 Apr. 2005 104 98 28.0 56.0
19 Apr. 2005 118 103 18.5 37.0
2 May 2005 131 89 -- --
Total 463 121.0 261.0

[a] DAP = days after planting.

(table 2), and all subsequent fertilizations were much later in
relation to crop development stage than in the first experi-
ment. Delayed fertilizer applications in combination with ni-
trogen leaching due to heavy rains substantially altered the
course of the 2004-2005 experiment with notable reductions
in wheat growth and yield. This made the measured dataset
especially useful for testing crop water management tools
that account for in-season variability in crop growth, such as
the Hunsaker et al. (2007a) NDVI approach and the present
crop systems modeling approach. Further details on the ex-
perimental protocol can be obtained from Hunsaker et al.
(2007a, 2007b).

FIELD MEASUREMENTS

Volumetric soil water contents were measured frequently
at the center of each treatment plot. Neutron probes (model
503, Campbell Pacific Nuclear, Martinez, Cal.) were used to
measure the soil moisture profile from 30 to 290 cm in 20 cm
increments, and TDR probes (Trasel, Soil-Moisture Equip-
ment Corp., Santa Barbara, Cal.) were used to measure soil

moisture from the surface to a depth of 30 cm. Initial soil
moisture conditions in each treatment plot were measured
prior to the first irrigation of each experiment. Thereafter,
soil moisture measurements were collected at least weekly
and always one day before and three to four days after an ir-
rigation. These data were used in a soil water balance equa-
tion (Hunsaker et al., 2005) to generate a “measured” dataset
for the deep seepage and ET that occurred between soil mois-
ture measurement dates. Since model simulations were con-
ducted to a depth of 210 cm in this study, neutron probe
measurements from 210 cm to 290 cm were used to obtain an
estimate of deep seepage. Actual ET was then computed by
subtracting deep seepage from the total precipitation, irriga-
tion, and change in soil water storage between soil moisture
measurement dates.

Throughout each experiment, extensive agronomic mea-
surements were collected to document wheat growth, devel-
opment, and yield in each plot. After wheat establishment,
plant density measurements were collected to verify accept-
ability of the three density treatments. Phenology was docu-
mented weekly using the Zadoks scale (Zadoks et al., 1974),
and canopy height was also measured. Every two weeks fol-
lowing emergence, destructive plant sampling was used to
measure various aspects of wheat growth, including above-
ground biomass, leaf number, leaf mass, stem mass, spike
mass, chaff mass, and grain mass. The green leaf area of dis-
sected plant samples was measured using an area meter
(model 3100, Li-Cor, Lincoln, Neb.), and green leaf area in-
dex was computed based on leaf area and plant density at
emergence. On 26 May 2004 and 27 May 2005, a Hege plot
combine (Wintersteiger AG, Ried im Innkreis, Austria)
equipped with a 1.5 m cutter bar was used to harvest grain
from a 24 m2 sample area delineated in the southern portion
of each treatment plot.

Studies to characterize the physical and chemical proper-
ties of the soil at the field site have been carried out several
times. Prior to the 2004-2005 experiment, inorganic nutrient
contents of select treatment plots were determined by send-
ing several soil samples to a commercial soil analysis labora-
tory. In 2005, soil samples were collected at 16 random
locations across the field area and analyzed to obtain bulk
density. In the spring of 2008, GPS navigation was used to
collect soil samples at the original location of the 32 neutron
access tubes. Laboratory analysis of these samples provided
soil texture information for characterizing soil water reten-
tion and conductivity parameters.

Table 3. Monthly summary of meteorological data collected during the 2003-2004
and 2004-2005 irrigation scheduling experiments at Maricopa, Arizona.[?!

2003-2004 Experiment

2004-2005 Experiment

SRAD TMAX TMIN RAIN DEWP WIND SRAD TMAX TMIN RAIN DEWP WIND
Month ~(MIm?2)  (°0) 0 (mm)  (°C)  (kmd?) MIm?)  (°0) 0 (mm) (°C)  (kmdl)
Dec. 358 19.7 1.1 4 03 139 306 185 25 18 2.6 135
Jan. 346 19.6 3.7 18 35 136 320 19.0 5.2 70 7.1 136
Feb. 440 18.9 22 23 0.3 146 337 195 7.0 86 8.1 152
Mar. 618 29.0 10.4 7 73 174 604 23.1 7.3 10 4.8 176
Apr. 755 28.9 11.1 25 3.1 212 774 29.4 9.4 3 0.7 201
May 913 35.9 15.7 0 0.7 205 890 35.2 16.0 0 4.0 191
Sum 3430 - - 77 - - 3231 - - 187 - -
Mean - 25.3 7.4 - 24 169 - 24.1 7.9 - 4.6 165

SRAD = total incoming solar radiation, TMAX = average maximum daily temperature, TMIN = average minimum daily temperature,

RAIN = total precipitation, DEWP = average dew point temperature, and WIND = average daily wind run.
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Meteorological data were collected from an Arizona Me-
teorological Network (AZMET, http://cals.arizona.edu/az-
met/) station located approximately 100 m north of the study
area. The station included a thermistor, a capacitive relative
humidity probe, an anemometer, and a pyranometer mounted
above a uniform, well-watered grass for determining ambi-
ent air temperature, dew point temperature, wind speed, and
incoming solar radiation. Precipitation was measured using
a tipping-bucket rain gauge. Data from the station were
sampled at 10 min intervals throughout each growing season.
On an hourly basis, data were aggregated and logged. Daily
totals for solar radiation, wind run, precipitation, and maxi-
mum and minimum daily temperatures were computed at
midnight each evening. Table 3 summarizes the monthly AZ-
MET data in each growing season.

MODEL PARAMETERIZATION

Model parameterization included specification of some
model parameters using appropriate field measurements and
calibration of more uncertain parameters to improve compar-
isons of model output and measured data. Model calibration
was performed using measurements from the 2004-2005
wheat experiment only. Since nitrogen management deci-
sions were affected by precipitation patterns in this season,
we expected the 2004-2005 data to be more useful for model
parameterization under nitrogen-limited conditions. Data
from the 2003-2004 experiment were used for independent
model testing. In relation to 2004-2005, precipitation pat-
terns and nitrogen management for the 2003-2004 season
were more typical for wheat in central Arizona. Based on the
precipitation differences between the two seasons (table 3)
and its affect on nitrogen management (table 2), the two
growing seasons were adequately different and useful for
testing the model response to interactions of management
and climatic variability at this site.

The criteria used to evaluate the model were both objec-
tive and subjective in nature. Graphical comparison of mea-
sured and simulated data was useful for locating anomalies
in the simulated data and to visualize the overall performance
of the model. Measured and simulated data were also
compared quantitatively by computing several model evalu-
ation statistics (Loague and Green, 1991), but analysis fo-
cused primarily on the relative root mean squared error
(RRMSE) and the Nash and Sutcliffe (1970) model efficien-
cy (EFF). A Python script was written to automate model
simulations, compute error statistics, and plot measured ver-
sus simulated data.

Management

The CSM-CROPSIM-CERES-Wheat model was set to
simulate the conditions for each of the six standard FAO-56
treatments (FSH, FSL, FTH, FTL, FDH, and FDL). Treat-
ments based on NDVI were not simulated since individual
plots could in fact receive different irrigation schedules. Sim-
ulations were initiated seven days before planting for both
seasons. The model was set to simulate water-limited and ni-
trogen-limited production with all management, weather,
and initial conditions occurring on reported dates. The simu-
lated soil profile was divided into ten layers at depths of 5, 15,
30, 45, 60, 90, 120, 150, 180, and 210 cm from the soil sur-
face. Initial conditions for soil moisture were specified using
the neutron and TDR probe readings from the first measure-
ment date of each experiment. Water contents were not ex-
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pected to change much between the simulation start dates and
the first soil moisture measurement date since water contents
were near the lower limit and no precipitation occurred dur-
ing that time. Initial soil nutrient conditions were not thor-
oughly characterized, so the initial nitrate concentration in all
soil layers and for all treatments was set uniformly to 4.5 g
Mg for both seasons based on the soil analysis performed
prior to the 2004-2005 season. Initial ammonium concentra-
tions in all soil layers were adjusted to 0.3 g Mg-1, which pro-
vided stable ammonium concentration simulations
throughout each growing season. Crop planting was simu-
lated on the reported dates with plant density based on mea-
surements collected around the time of emergence. Irrigation
applications were simulated with reported dates and amounts
given by standard FAO-56 approaches during each field ex-
periment (table 2). Considering the possibility of lateral wa-
ter percolation into the border dikes and surrounding plot
areas, the irrigation efficiency parameter was adjusted to
96% to improve water balance simulations. It is important to
note that the irrigation efficiency parameter simply reduces
applied irrigation amounts, and the “lost” water is not consid-
ered as part of the model’s water balance. Applications of fer-
tilizer were also simulated with reported dates and amounts
for each treatment. An incorporation depth of 10 cm was as-
sumed. Crop growth simulations ended on the reported har-
vest dates for each season.

Meteorology

Weather input files were created from daily meteorologi-
cal data collected with the AZMET station at the MAC farm.
Additional information from the AZMET station was used to
set the average soil temperature parameter (TAV) to 22.0°C
and the soil temperature amplitude parameter (AMP) also to
22.0°C.

Crop Component

Adjustment of the model’s crop development simulation
focused on several parameters that govern the progression of
the simulation through a series of development stages
(table 4). The length of the model’s germination stage is con-
trolled by the PEG parameter, which defines the hydrother-
mal units (°C d cm cm-!; thermal units multiplied by
available soil water in the seed layer) that must accumulate
before germination is simulated. The PEG parameter was ad-
justed to 75 °C d cm cm-! such that germination was simu-
lated one day after the first irrigation event in each season.
The length of the emergence stage is controlled with the
PECM parameter, which defines the thermal units per unit
seed depth (°C d cm™') that must accumulate before emer-
gence is simulated. The PECM parameter was adjusted to
35 °Cd cm-! such that emergence was simulated on the ob-
served date of 50% plant emergence. The model’s P1 stage
defines the duration from emergence to double ridges, the
stage at which distinct leaf and spikelet primordia are distin-
guishable. The number of thermal units required to complete
the P1 stage is defined by the P1 parameter, but daily accu-
mulation of thermal units in this stage can be reduced based
on the P1V and P1D parameters, which control vernalization
and photoperiod sensitivity, respectively. To adjust the simu-
lation of the P1 stage, the P1 parameter was first set to a rea-
sonable value of 400 °C d. The P1V parameter, which defines
the days at optimum vernalizing temperature required to
complete vernalization, was then set to 5 d. This is the same
value used by Tubiello et al. (1999) when adjusting by a fac-
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tor of 10 to account for coding differences between the cur-
rent model version and the one used previously. Since
planting dates were similar in both growing seasons, we do
not have good data to understand the sensitivity of the Yecora
Rojo wheat variety to day length. Pinter et al. (2000) notes the
variety to be photoperiod insensitive. Our strategy was to ad-
just the P1D parameter, which controls the rate of develop-
ment in relation to photoperiod in the P1 stage, to improve
simulations of Zadoks number. The final calibrated value for
P1D was 12%), a relatively low value that indicates photoper-
iod insensitivity. The model’s P2 stage defines the duration
from the double ridge phase to the end of leaf growth. The
number of thermal units required to progress through the P2
stage was adjusted to 350 °C d to improve Zadoks number
simulations. Since the end of the P2 stage is marked by the
cessation of leaf growth, time series plots of measured and
simulated leaf mass and LAI were also helpful to determine
the approximate date for the end of the P2 stage. During the
P1 and P2 vegetative development stages, the PHINT param-
eter controls the rate of leaf number development. We ad-
justed PHINT to 105 °C d to improve simulations of leaf
number as compared to laboratory leaf number measure-
ments from biomass samples and to ensure that the model
simulated a maximum of eight leaves in each season, which
is typical for Yecora Rojo. The TI1LF parameter, adjusted to
1.5 leaves, defines the leaf number at which tillering begins
and was useful for improving simulations of Zadoks number
in the P1 and P2 stages. The model simulates reproductive de-
velopment in three stages, P3, P4, and P5, which define the
durations of the spike growth period, the grain fill lag period,
and the linear grain filling period. Thermal units required to
progress through these three development stages were ad-
justed to 150, 400, and 430 °C d, respectively, to improve Za-
doks number simulations. The model simulates the onset of
anthesis when one quarter of the required thermal units for
the P4 stage are accumulated, and physiological maturity is
simulated at the end of the P5 stage. For all crop development
calculations, the model computes growing degree day accu-
mulation using a base temperature of 0°C.

After finalizing the crop development simulation, calibra-
tion efforts focused on adjustment of the model’s biomass
growth simulation. The PARUV and PARUR parameters
control the conversion of photosynthetically active radiation
(PAR) to dry matter during the P1 and P2 vegetative develop-
ment stages and the P3, P4, and P5 reproductive development
stages, respectively. To improve time series simulations of
aboveground biomass as compared to measurements, PA-
RUV was adjusted to 2.2 g MJ-! and PARUR was adjusted to
2.4 g MJ-! (table 4). During the P1 and P2 stages, the model
partitions biomass mainly to leaves, with increasing parti-
tioning to stems as the simulation progresses through vegeta-
tive development. Leaf growth is simulated in two phases
during this period, where the LAVS and LARS parameters
define the potential area of leaves in the first and second
phases, respectively. To improve simulations of leaf mass as
compared to measurements, LAVS was adjusted to 25 cm?
and LARS was adjusted to 50 cm?. Accurate simulation of
LALI is particularly important, since the LAI state variable is
used in the computation of both PAR interception and poten-
tial evapotranspiration (eq. 2). The LAWRS and LAWR? pa-
rameters govern the relationship between laminar leaf area
and leaf mass for the first and second leaf phases, respective-
ly. To improve simulations of LAI as compared to measure-
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Table 4. Important model parameters that control
crop development, growth, and yield simulations.

Parameter Description Value

Crop Development

PEG Duration of phase from planting to germination 75
(°C d cm cm1l2]

PECM Duration of phase from germination to 35
emergence (°C d cm 1[4l

P1 Duration of phase from emergence to double 400
ridges (°C d)[b]

P1D Percentage reduction in development rate in a 12
photoperiod 10 hour shorter than the threshold
relative to that at the threshold[2]

P1V Days at optimum vernalizing temperature 5
required to complete vernalization[c]

P2 Duration of phase from double ridges to the 350
end of leaf growth (°C d)l2l

P3 Duration of phase from the end of leaf growth 150
to the end of spike growth (°C d)[2]

P4 Duration of phase from the end of spike growth 400
to the end of the grain fill lag (°C d)[2]

P5 Duration of the grain filling phase (°C d)[2] 430

PHINT Interval between successive leaf tip 105
appearances (°C d)l2l

TIILF Leaf number at which tillering begins(?] 1.5

Crop Growth

PARUV Conversion rate from photosynthetically active 2.2
radiation to dry matter before the end of leaf
growth (g MJ-1lal

PARUR Conversion rate from photosynthetically active 2.4
radiation to dry matter ratio after the end of leaf
growth (g MJ-1lal

LAVS Potential area of first phase leaves (cm?)[2] 25

LARS Potential area of second phase leaves (cm2)[2] 50

LAWRS Laminar area to weight ratio of first phase 250
leaves (cm?2 g-1)[b]

LAWR2 Laminar area to weight ratio of second phase 230
leaves (cm2 g-1)[b]

Crop Yield

Gl Kernel number per unit canopy weight at 20
anthesis (kernels g-1)l2l

G2 Standard kernel size under optimum conditions 54
(mg)l*!

G3 Standard, non-stressed dry weight of a single 1.5
tiller at maturity (g)[°]

RSFRS Fraction of carbon assimilates partitioned to 0.12
reserves prior to the end of stem growth(?]

GRNMN  Minimum grain nitrogen concentration (%)2l 2.0

GRNS Standard grain nitrogen concentration (%)[2] 3.0

[a] Parameter adjusted to improve measured vs. simulated relationships.
[°] Parameter value selected from a subset of default values.
[c] Parameter value based on the results of Tubiello et al. (1999).

ments, LAWRS was set to 250 cm? g-1, while LAWR2 was
set to 230 cm? g-1. These values were chosen based on a sub-
set of default values provided in the files distributed with the
model.

Wheat yield simulations are influenced by several param-
eters that control kernel set, potential grain size, reserves
mass accumulation, and nitrogen concentration in grain.
Measurements were available to describe the average weight
of individual wheat kernels, so the G2 parameter, which de-
fines the potential kernel size, was adjusted to 54 mg such that
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simulated kernel weight was reasonable with respect to the
measurements (table 4). The G3 parameter defines the stan-
dard dry weight of a single tiller at maturity, but G3 was not
shown to substantially affect crop yield simulations. A de-
fault value of 1.5 g was used for G3. Remaining parameters
were adjusted to minimize RRMSE between measured and
simulated wheat yield. The G1 parameter controls the kernel
number per unit canopy weight at anthesis and was adjusted
to 20 kernels g-1. A critical adjustment involved the RSFRS
parameter, which controls the fraction of carbon assimilates
partitioned to reserves before the end of stem growth. RSFRS
was adjusted to a value of 0.12 to improve wheat yield simu-
lations as well as the carbon allocation to leaves and stems in
the reproductive development stages. Finally, due to the ni-
trogen stress effects that resulted from abnormally high pre-
cipitation in 2004-2005, adjustment of the grain nitrogen
concentration parameters was needed to improve yield simu-
lations in that season. The parameters for minimum grain ni-
trogen concentration (GRNMN) and the standard grain
nitrogen concentration (GRNS) were adjusted to values of
2.0% and 3.0%, respectively, to improve simulations of grain
yield and final grain N concentration with respect to mea-
surements.

Equation 2 demonstrates one aspect of the interaction be-
tween the crop growth component and the water balance
component of the model for the ET method used in these sim-
ulations. After appropriately adjusting the crop parameters as
described above, the EORATIO parameter was adjusted to a
value of 1.8 to provide crop coefficient (K) values that im-
proved simulations of actual ET at the site.

Soil Component

Simulations were performed using one set of average soil
conditions for the site (table 5). Model inputs for silt content
(SLSI) and clay content (SLCL) were based on the average
of soil texture measurements collected within each standard
FAO-56 plot in 2008. Soil bulk density values (SBDM) were
based on the average of the 16 random bulk density measure-
ments across the field in 2005. The ROSETTA pedotransfer
functions (Schaap et al., 2001) were used to calculate the low-
er limit (SLLL), drained upper limit (SDUL), saturated soil
water content (SSAT), and saturated hydraulic conductivity
(SSKS) for each soil layer, based on soil texture measure-
ments from each of the standard FAO-56 plots. The drained
upper limit in each soil layer was then adjusted within
0.03 cm cm! of the average ROSETTA value to improve

simulations of soil water contents in each soil layer. Soil root
growth factors (SRGF) were specified by analyzing neutron
probe data to understand how water was taken up along the
depth of the profile. With root growth factors in the top 30 cm
set equal to 1.0, the factors below 30 cm were based on an ex-
ponential decay function with depth. Initial soil organic car-
bon (SLOC) and electrical conductivity (SCEC) were based
on the MAC farm soil descriptions of Post et al. (1988). Soil
pH in water (SLHW) was obtained from a digital soil survey
of the site. In addition to the parameters specified by depth,
the drainage rate (SLDR) was adjusted to a value of 0.14 d-!
to reduce error between measured and simulated soil water
contents, and the runoff curve number (SLRO) was adjusted
to a very low value of 1.0 to force the model to simulate zero
runoff. We expected no runoff from diked treatment plots.

MODEL APPLICATION

For many applications of crop systems models, such as
analysis of water management alternatives, development of
irrigation schedules, or assessment of regional water de-
mands, knowledge of specific irrigation management inputs
are largely unknown. In fact, the point of these applications
is often to gain insight from the model on better ways to man-
age water. However, before the model’s decision making
skills can be trusted, it must be shown that its automatic ir-
rigation algorithms can provide reasonable irrigation sched-
ules. To address this issue, further simulation studies were
conducted to evaluate the ability of the model’s automatic ir-
rigation routine to reproduce the FAO-56 irrigation sched-
ules devised during field experimentation. The first two
irrigations for the 2003-2004 experiment and the first irriga-
tion for the 2004-2005 experiment, which were applied to
initiate germination, were simulated as applied for both sea-
sons (table 2). After these initial irrigations, the model was
set to conduct automatic irrigations for the remainder of the
growing season. Using data from the neutron probes to esti-
mate the actual depth of root water uptake, the model’s irriga-
tion management depth parameter was set to 65 cm. Similar
to the actual experiments, the model was set to initiate irriga-
tions when soil water contents within the management depth
reached 45% depletion from total available water. Irrigation
volumes refilled the profile to the drained upper limit, which
was the maximum allowed by the model. Finally, the cali-
brated irrigation efficiency of 96% was used. As discussed in
the results, several deficiencies in model design were noted
while setting up automatic irrigations.

Table 5. Soil parameters used as model input for all simulated treatments.[2]

Depth SLLL SDUL SSAT SRGF SSKS SBDM SLOC SLCL SLSI SLHW SCEC
(cm) (cmem?)  (ememl)  (cm eml) (-) (cmhl)  (gemd) (%) (%) (%) (-) (cmol kg1)
0-5 0.093 0.226 0.407 1.000 1.5 1.49 0.58 21.0 10.8 8.3 12.0
5-15 0.093 0.226 0.407 1.000 1.5 1.49 0.58 21.0 10.8 8.3 12.0
15-30 0.093 0.226 0.407 1.000 1.5 1.49 0.58 21.0 10.8 8.3 12.0
30-45 0.099 0.228 0.435 0.657 2.0 1.40 0.17 22.6 10.8 8.3 12.0
45-60 0.103 0.249 0.431 0.432 1.9 1.42 0.17 24.1 10.7 8.3 12.0
60-90 0.106 0.251 0.399 0.186 1.2 1.53 0.17 24.0 12.5 8.3 12.0
90-120 0.098 0.247 0.382 0.080 1.0 1.58 0.17 21.4 11.8 8.3 12.0
120-150 0.078 0.234 0.377 0.035 1.7 1.58 0.17 16.9 9.2 8.3 12.0
150-180 0.088 0.221 0.380 0.015 1.3 1.58 0.17 19.2 9.4 8.3 12.0
180-210 0.088 0.251 0.380 0.006 1.3 1.58 0.17 19.2 9.4 8.3 12.0
[a] SLLL = lower limit, SDUL = drained upper limit, SSAT = saturated soil water content, SRGF = soil root growth factor,
SSKS = saturated hydraulic conductivity, SBDM = bulk density, SLOC = organic carbon content, SLCL = clay content,
SLSI = silt content, SLHW = pH in water, and SCEC = cation exchange capacity.
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Figure 1. Average measured and simulated Zadoks number for standard
FAO-56 treatments in the (a) 2003-2004 and (b) 2004-2005 FISE wheat
experiments. Error bars demonstrate the maximum and minimum of the
Zadoks scale measurements. Progression of the simulated crop develop-
ment stages from emergence (beginning of P1) through physiological ma-
turity (end of P5) are noted.

RESULTS AND DISCUSSION
CroP COMPONENT SIMULATION
Crop Development

Adjustment of the 11 parameters that influence crop de-
velopment (table 4) resulted in favorable simulations of Za-
doks number as compared to measurements in both seasons
(fig. 1). Among the simulations for the six standard FAO-56
treatments, simulated Zadoks number on a particular day did
not differ by more than 0.02 from the mean value, so the aver-
age simulated Zadoks number is sufficient to demonstrate the
model response. Variability in measured Zadoks number is
demonstrated using error bars to represent the maximum and
minimum number collected on each measurement date. Pro-
gression of the model simulations through the five develop-
ment stages from emergence to physiological maturity, P1
through PS5, is also shown in figure 1. The simulations demon-
strated that crop development proceeded more quickly in the
2004-2005 season as compared to the 2003-2004 season. For
both seasons, the model reasonably simulated the date of crop
emergence. For the 2004-2005 season, crop emergence was
simulated 19 days after planting (DAP) for all standard
FAO-56 treatments, and 50% crop emergence was also mea-
sured 19 DAP. For the 2003-2004 season, 50% crop emer-
gence was measured 19 DAP, and the model simulated
emergence 20 DAP for all treatments. After emergence, the
model reasonably simulated the onset of main shoot and tiller
growth with jumps to 20 on the Zadoks scale midway through
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Figure 2. Average measured and simulated leaf number for standard
FAO-56 treatments in the (a) 2003-2004 and (b) 2004-2005 FISE wheat
experiments. Error bars demonstrate the maximum and minimum of the
leaf number measurements. Progression of the simulated crop develop-
ment stages from emergence (beginning of P1) through physiological ma-
turity (end of P5) are noted.

the P1 development stage. Thereafter, the model simulated
Zadoks number reasonably well in both seasons through the
completion of booting at the end of P3. Onset of anthesis was
simulated 100 °C d into the P4 development stage in both sea-
sons, which corresponds to a Zadoks number of 60. Using lin-
ear interpolation to compute the DAP for measured Zadoks
number equal to 60, the measured anthesis dates among stan-
dard FAO-56 treatment plots ranged from 102 to 111 DAP in
the 2003-2004 season and from 93 to 95 DAP in the
2004-2005 season. The model simulated anthesis 101 DAP
and 95 DAP in the 2003-2004 and 2004-2005 seasons, re-
spectively. Thus, simulations of anthesis were slightly early
in 2003-2004, while they were within the measured range for
the 2004-2005 season. Temperature differences between the
two seasons (table 3) were responsible for the slower crop de-
velopment rates in 2003-2004. Comparing heat unit accu-
mulation for the two seasons from 19 to 95 DAP, the
2003-2004 season lagged behind the 2004-2005 season by
115 °C d. With the exception of a slightly overestimated Za-
doks number during P4 in 2003-2004, simulations of Zadoks
number in both seasons were reasonable with respect to mea-
surements from anthesis to physiological maturity. Using lin-
ear interpolation to compute the DAP for measured Zadoks
number equal to 90, the measured dates for physiological ma-
turity among standard FAO-56 treatment plots ranged from
137 to 140 DAP in the 2003-2004 season and from 132 to
136 DAP in the 2004-2005 season. The model simulated an-
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Figure 3. Average measured and simulated crop growth results for (a-c) total aboveground biomass, (d-f) leaf mass, (g-i) stem mass, (j-1) spike mass,
and (m-o) leaf area index for the standard FAO-56, sparse population, low nitrogen (FSL) treatment; the standard FAO-56, typical population, high
nitrogen (FTH) treatment; and the standard FAO-56, dense population, high nitrogen (FDH) treatment, respectively, during the 2003-2004 FISE
wheat experiment. Error bars demonstrate the maximum and minimum of measurements.

thesis 137 DAP and 133 DAP in the 2003-2004 and
2004-2005 seasons, respectively. These results demonstrate
that the model can respond appropriately to the effects of sea-
sonal temperature differences on crop development.

The time series of measured and simulated leaf number
demonstrated reasonable leaf development simulations in
both seasons (fig. 2), indicating appropriate adjustment of the
PHINT parameter (table 4). Eight total leaves were devel-
oped in the simulations for both seasons, which is typical for
the Yecora Rojo wheat variety. Simulations of leaf number
did not vary among the six standard FAO-56 treatments.
Variability in measured leaf number is demonstrated using

Vol. 53(1): 87-102

error bars to represent the maximum and minimum leaf num-
ber on each measurement date.

Crop Growth

For the 2003-2004 season (fig. 3) and the 2004-2005 sea-
son (fig. 4), measured and simulated crop growth results are
presented for the FSL, FTH, and FDH treatments. Space re-
straints limited our ability to show the simulated crop growth
responses for all of the treatments, but results for these three
treatments demonstrate the model’s ability to respond to dif-
ferent plant populations and nitrogen rates. Treatment aver-
ages computed from the measured crop growth data on each
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Figure 4. Average measured and simulated crop growth results for (a-c) total aboveground biomass, (d-f) leaf mass, (g-i) stem mass, (j-1) spike mass,
and (m-o) leaf area index for the standard FAO-56, sparse population, low nitrogen (FSL) treatment; the standard FAO-56, typical population, high
nitrogen (FTH) treatment; and the standard FAO-56, dense population, high nitrogen (FDH) treatment, respectively, during the 2004-2005 FISE
wheat experiment. Error bars demonstrate the maximum and minimum of measurements.

biweekly measurement date are plotted in figures 3 and 4,
along with error bars representing the maximum and mini-
mum measured value.

The RRMSE between average measured and simulated
aboveground biomass on the final measurement dates in each
season were 9.5% and 12.1% for 2003-2004 and 2004-2005,
respectively, indicating adequate adjustment of the PARUV
and PARUR parameters (table 4) that govern the conversion
of PAR to biomass. Measurements of leaf mass nearest to the
end of leaf development occurred 89 DAP and 76 DAP in
2003-2004 and 2004-2005, respectively. The RRMSE be-
tween average measured and simulated leaf mass on these
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dates were 12.0% for 2003-2004 and 17.2% for 2004-2005,
indicating adequate adjustment of the LAVS and LARS pa-
rameters that govern potential leaf size. Similarly, the
RRMSE between average measured and simulated LAI on
these dates were 17.9% for 2003-2004 and 20.6% for
2004-2005. Higher errors for LAI resulted from the tendency
of the model to underestimate LAI for the FSH treatment in
both seasons (not shown). Simulations of peak leaf mass and
peak LAI for the 2003-2004 season (fig. 3) best demonstrate
the ability of the model to respond to differences in plant pop-
ulation and nitrogen application rates. For the FSL, FTH, and
FDH treatments in 2003-2004, the model simulated peak leaf
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masses of 1.2, 1.7, and 1.9 Mg ha-1, respectively, at 89 DAP.
Similarly, peak simulations of LAI were 2.6, 4.0, and 4.3 for
the FSL, FTH, and FDH treatments, respectively. Measure-
ments reflected the simulated differences in these variables.
A similar response, although less pronounced, is distinguish-
able among the treatments for the 2004-2005 simulations
(fig. 4). For the FSL, FTH, and FDH treatments in
2004-2005, the model simulated peak leaf masses of 0.7, 1.0,
and 1.1 Mg ha-L, respectively, at 79 DAP, and peak simula-
tions of LAl were 1.6, 2.2, and 2.3, respectively. These values
represent approximately 40% to 45% reductions in simulated
leaf mass and LAI as compared to the 2003-2004 season
(fig. 3), a result that was also reflected in the measurements.
As noted previously, precipitation in January and February of
2005 was above average (table 3), which resulted in leached
nitrogen in the early season and delayed fertilizer applica-
tions in 2004-2005 (table 2). Nitrogen stress resulting from
these conditions caused a marked reduction in plant growth,
and the model captures these effects well. Simulations of
peak stem mass were not noticeably different between the
two growing seasons, although it is clear that the model simu-
lated less stem growth for the FSL treatment in both seasons.
As reflected in the measurements, the model simulated more
spike growth in 2003-2004 than in 2004-2005, a direct effect
of the higher nitrogen stress simulated in the latter season. It
is interesting to note that the model consistently overesti-
mates LAI in the late season, approximately 120 DAP (figs. 3
and 4). Based on these results, there is considerable evidence
that the model is reasonably responding to differences in me-
teorological conditions and management practices between
and among the two growing seasons.

Crop Yield

Because of the abnormal weather conditions during the
2004-2005 season, measured wheat yields were typically
lower during this season as compared to the 2003-2004 sea-
son. A scatterplot of simulated versus measured wheat yield
demonstrates the ability of the model to respond to treatment
variability within a single season as well as management and
meteorological differences between the two seasons (fig. 5).
Variability in measured yield is demonstrated using error bars
to represent the maximum and minimum measurements for
each treatment. For the 2003-2004 season, yield simulations
among the different treatments were reasonable, with an
RRMSE of 7.4% and an EFF of 0.62. The model tended to
overestimate yield for the FDL treatment in this season with
a simulated value of 5.4 Mg ha-! while the average measured
value was 4.5 Mg ha-L. In addition, the model tended to un-
derestimate yield for the FSH treatment in 2003-2004 with
a simulated value of 5.7 Mg ha-! while the average measured
value was 6.2 Mg ha-1. Since these two treatments contrast
the dense population and low nitrogen rate with the sparse
population and high nitrogen rate, these results may indicate
an interaction between plant population and nitrogen rates
that the model has trouble simulating in this season. Cali-
brated yield simulations for the 2004-2005 season were very
favorable, with an RRMSE of 1.7% and an EFF of 0.98. Over-
all, these results demonstrate that the model is adequately
simulating the within-season effects of different plant popu-
lations and nitrogen rates on wheat yield as well the yield re-
sponses that resulted from weather and management
variability between the two seasons.
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Figure 5. Simulated versus average measured yield for the standard
FAO-56 treatments of the 2003-2004 and 2004-2005 FISE wheat experi-
ments. Error bars demonstrate the maximum and minimum of yield mea-
surements.

WATER BALANCE SIMULATION
Soil Water Storage

The time series of measured and simulated soil water con-
tents demonstrate the ability of the model to simulate soil wa-
ter fluctuations in different soil layers throughout each
growing season (figs. 6 and 7). Among the simulations for the
six standard FAO-56 treatments, simulated soil water con-
tents were typically within 0.02 cm cm! of the mean value,
although occasionally the difference was up to 0.06 cm cm-L.
For simplicity, we plot only the average simulated soil water
content among treatments to demonstrate the model re-
sponse. Variability in measured soil water content is demon-
strated using error bars to represent the maximum and
minimum of the neutron probe readings collected within the
16 standard FAO-56 treatment plots on each measurement
date. Substantial variability is evident in the measured soil
moisture data, which can be attributed to variable crop water
use responses to management differences among the treat-
ments (table 1) as well as to differences in the soil water reten-
tion characteristics among the treatment plots. Since we have
parameterized the model with field-average soil properties
(table 5), we expect the model to simulate only the field-av-
erage soil moisture conditions. Results suggest that the model
is doing an adequate job of this, with RRMSEs between aver-
age measured and simulated soil water contents ranging from
8.7% to 18.9% in the layers above 45 cm and from 2.7% to
7.9% in the layers below 45 cm.

For the 2003-2004 season, increases in soil water contents
in response to the two early season irrigations, 8 and 20 DAP,
are evident in both the measured and simulated data for the
top 30 cm of the soil profile (fig. 6). In the lower layers, these
early season irrigations served to bring water contents to the
drained upper limit until about 70 DAP, when roots began to
draw water from the soil layers at the 30-45 and 45-60 cm
depths. Approximately 90 DAP, model simulations and mea-
surements indicated that the roots began to draw a relatively
small amount of water from the 60-90 cm soil depth. Howev-
er, no root activity was apparent in either the measured or
simulated data for the 90-120 cm soil depth, indicating that
water contents at this depth had little effect on water use. Sim-
ilar to the 90-120 cm soil depth, measured and simulated wa-
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Figure 6. Average measured and simulated soil water contents in soil lay-
ers from (a) 0 to 30 cm, (b) 30 to 45 cm, (c) 45 to 60 cm, (d) 60 to 90 cm,
and (e) 90 to 120 cm for the 2003-2004 FISE experiment. Error bars dem-
onstrate the maximum and minimum of soil moisture measurements. The
drained upper limit (DUL), lower limit (LL), and the relative root mean
squared error (RRMSE) for each soil layer are given.

ter contents in the deeper soil layers (not shown) were main-
tained around the drained upper limit throughout the entire
growing season. For some of the treatments, the model had
difficulty simulating soil water contents in the late season,
from 138 to 168 DAP for the 2003-2004 experiment. A limi-
tation in the model may be the cause for this, since simulated
crop transpiration ceased after the simulated day of physio-
logical maturity. In reality, the plant transpiration processes
may shut down more gradually over time, as demonstrated by
the measurements.

For the 2004-2005 season, evidence of the abnormal pre-
cipitation levels in the early season can be seen in the mea-
sured and simulated soil water content data (fig. 7). An
11 mm precipitation event 7 DAP followed by 53 mm of ir-
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Figure 7. Average measured and simulated soil water contents in soil lay-
ers from (a) 0 to 30 cm, (b) 30 to 45 cm, (c) 45 to 60 cm, (d) 60 to 90 cm,
and (e) 90 to 120 cm for the 2004-2005 FISE experiment. Error bars dem-
onstrate the maximum and minimum of soil moisture measurements. The
drained upper limit (DUL), lower limit (LL), and the relative root mean
squared error (RRMSE) for each soil layer are given.

rigation water on the next day initially increased the soil wa-
ter contents. However, over the next six days, the field was
inundated with 57 mm of additional precipitation. As demon-
strated in both the measurements and simulations, this event
saturated the soil to a depth of 60 cm, a condition that lasted
for several weeks. Additional precipitation around 35, 50,
and 60 DAP maintained high soil water levels well into the
season, which prevented required fertigations until the irriga-
tion event occurring 71 DAP (table 2). Thereafter, both mea-
surements and simulations suggest that substantial root water
uptake began to occur to a depth of 60 cm. The effects of no
simulated crop transpiration after physiological maturity
were not as evident in 2004-2005 as compared to 2003-2004.
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ET and Deep Seepage

Since the model was adjusted to simulate no runoff from
the diked treatment plots, ET and deep seepage were the only
pathways considered for loss of water from the system. Re-
sults demonstrated reasonable simulations of ET from emer-
gence to physiological maturity (fig. 8a). Relative root mean
squared errors between measured and simulated ET were
2.4% in 2003-2004 and 3.2% for 2004-2005, indicating ade-
quate adjustment of the EORATIO parameter that governs
the computation of potential ET. Although these simulations
were reasonable, the model did tend to underestimate ET in
2004-2005, while it tended to overestimate ET in
2003-2004. This may be caused by the dependence of the po-
tential ET calculation on simulated LAI (eqs. 1 and 2). Since
LAI was generally much lower in 2004-2005 than in
2003-2004 (fig. 3 and 4), equation 2 may be somewhat over-
sensitive to the effect of LAI on potential ET. Deep seepage
from emergence to physiological maturity was simulated rea-
sonably in 2004-2005 (fig. 8b) with an RRMSE of 25.5% be-
tween measured and simulated values. However, the model
did not simulate any deep seepage for any of the treatments
in 2003-2004. Since the magnitude of seepage measure-
ments in 2003-2004, roughly 30 mm, is only 5% of the
639 mm precipitation and irrigation inputs in that year
(tables 2 and 3), the seepage volumes for this agricultural sys-
tem are clearly within the range of expected modeling error.
With the measurement error associated with tipping-bucket
rain gauges and neutron probes as well as uncertainty in the
amount of water lost laterally to berms, it is reasonable to ex-
pect that the model could have difficulty simulating deep
seepage appropriately. This result must be considered before
using the model for crop water management applications that
rely on the deep seepage output. Similar issues have been re-
ported with the deep seepage and artificial subsurface drain-
age simulations of other crop systems models (Eitzinger et
al., 2004; Sau et al., 2004). It is also interesting to note that
a substantial portion of the measured deep seepage volume
can often be accounted for in the error associated with the ET
simulation. With average ET of about 500 mm among treat-
ments in 2003-2004 and an RRMSE of 3.2%, error in the ET
simulation accounts for roughly 16 mm of water, about half
of the measured drainage volume. Error associated with the
simulation of soil water storage (fig. 6) accounts for another
25 mm of water in 2003-2004. Since the ET simulation and
soil water retention definitions tend to drive the water bal-
ance simulations, improvements in these aspects of the mod-
el will likely lead to more reliable simulations of deep
seepage. Ability of the model to simulate root growth, which
is very difficult to validate due to lack of appropriate mea-
surement techniques, may also be related to these water bal-
ance issues.

NITROGEN BALANCE SIMULATION

Since the original objective of the field experiments was
related to water management, minimal measured informa-
tion was available to characterize the nitrogen balance at the
site. Although we would expect the simulation of no seepage
in 2003-2004 (fig. 8b) to affect the simulation of nitrogen
leaching, the RRMSE and EFF between measured and simu-
lated nitrogen in harvested grain were 10.9% and 0.16, re-
spectively, indicating reasonable model simulations.
However, for the 2004-2005 season, the RRMSE and EFF
between measured and simulated nitrogen in harvested grain
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Figure 8. Average measured versus simulated (a) evapotranspiration
(ET) and (b) deep seepage from emergence to physiological maturity for
the standard FAO-56 treatments of the 2003-2004 and 2004-2005 FISE
wheat experiments. Error bars demonstrate the maximum and minimum
of the ET and deep seepage estimates from neutron probe data.

were 29.8% and -15.8, respectively, and the grain nitrogen
simulation for all treatments were basically level at the 2.0%
minimum grain nitrogen concentration (table 4) while mea-
surements averaged 2.8%. This result may be related to the
nitrogen stress effects in 2003-2004 due to late mid-season
applications of nitrogen fertilizer (table 2). Without further
measured information to characterize the nitrogen balance at
this site, there is little more that can be done to evaluate the
model’s nitrogen balance simulations, although results of the
study have demonstrated that the model’s crop growth and
yield simulations are responding appropriately to variable ni-
trogen rates (figs. 3, 4, and 5).

AUTOMATIC IRRIGATIONS

Several deficiencies in the design of the model’s automat-
ic irrigation component prevented the model from computing
water requirements similar to the FAO-56 irrigation sched-
ule (fig. 9). After the two irrigation events to initiate germina-
tion in 2003-2004, FAO-56 approaches called for irrigation
57 DAP, while the model did not call for irrigation until
85 DAP for the FTH treatment. Similarly, in 2004-2005,
FAO-56 approaches called for the first irrigation event
71 DAP, while the model did not call for irrigation until
87 DAP for the FTH treatments. Simulations for other treat-
ments (not shown) provided similar delayed irrigations in the
early season. The reason for this result is related to the speci-
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fication of a single management depth for automatic irriga-
tions. If the irrigation management depth parameter is
estimated from maximum root depth, then early season ir-
rigations will be scheduled late because at that time roots are
only drawing water from the top soil layer while deeper soil
layers remain filled to the drained upper limit (figs. 6 and 7).
This affects the computation of soil water depletion within
the management depth and delays the triggering of irrigation
events in the early season. In contrast, the FAO-56 approach
assumes a single soil layer that changes in thickness over the
season to account for the progression of root growth to deeper
depths. By relating the model’s automatic irrigation manage-
ment depth to simulated root growth, the model may be able
to provide irrigation schedules that better mimic the timing
of the FAO-56 schedule. Limitations in the automatic irriga-
tion algorithm are also apparent in the specification of the ir-
rigation volume to be applied. Currently, users have two
choices: apply a single, user-specified volume on every ir-
rigation date throughout the season, or fill the profile to the
drained upper limit. Since irrigation volumes based on
FAO-56 approaches during the field experiments refilled the
profile to 110% of available storage capacity, it was not pos-
sible to specify this volume for automatic application without
changing the model code. This resulted in more frequent and
lower volume irrigations scheduled by the model from 90 to
130 DAP as compared to the FAO-56 schedule. The last rec-
ommendation for improvement of the automatic irrigation
routine involves the simulation of late season irrigations.
Realistically, a grower’s last irrigation management decision
will include an assessment of the crop’s progression to har-
vest maturity and how much water is needed to “finish off”
the crop. Currently, the automatic irrigation routine is based
only on soil water contents, and the progression of crop de-
velopment to maturity is not considered. This may result in
the simulation of unrealistic and unneeded irrigations in the
late season, as demonstrated by the simulated irrigation event
161 DAP in 2003-2004, which was 6 days before harvest.
Until improvements are made in the automatic irrigation rou-
tine of the model, users should carefully examine how realis-
tically the model is scheduling irrigations for their particular
environment.

Although the effects of the model’s automatic irrigation
schedule on crop yield, ET, and deep seepage cannot be veri-
fied without further field investigation, a comparison of the
simulated effects of the two irrigation schedules on these
variables demonstrates that improvements in crop water
management may be possible without substantial yield im-
pacts (table 6). Use of model-based irrigation schedules re-
duced applied irrigation volumes from 12.3% to 46.1% as
compared to the FAO-56 schedule. Greater reductions in ir-
rigation volume were generally noted for the sparse popula-
tion and low nitrogen treatments because the model accounts
for the effects of these factors on water requirements whereas
standard FAO-56 methods do not. According to the simula-
tions, the reductions in irrigation volume were not accompa-
nied by substantial changes in wheat yield. The greatest yield
reduction was 5.1% for the FSH treatment in 2003-2004, but
other treatments demonstrated a yield increase in response to
the model-based irrigation schedule. Reductions in applied
irrigation volume also led to reduced ET, with the exception
of the FDH treatment in the 2003-2004 season. Lower soil
water contents due to reduced irrigations may have led to
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Figure 9. Irrigation requirements as computed using FAO-56 methods
during field experimentation and simulated irrigation requirements using
the model’s automatic irrigation algorithm for the FAO-56, typical popu-
lation, high nitrogen rate (FTH) treatment in the (a) 2003-2004 and
(b) 2004-2005 FISE wheat experiments.

Table 6. Percent difference between simulation results when using the
model’s automatic irrigation schedule instead of the schedule devised
using FAO-56 methods during the field experiments. Irrigation
volumes, evapotranspiration, and deep seepage for these calculations
were computed from emergence to physiological maturity.[?]

2003-2004 Experiment 2004-2005 Experiment

I Y ET SP I Y ET SP
FSH -376 -51 -92 00 -323 01 -06 -714
FSL -376 -06 -63 0.0 -46.1 1.1 -10.0 -72.4
FTH -23.0 24 -48 00 -313 -01 -34 -583
FTL -244 -02 -17 0.0 316 06 -0.8 -68.1
FDH -123 9.0 3.1 0.0 -316 -01 -49 -519
FDL -258 21 -03 0.0 -300 06 -21 -66.7

[al All values in %: I = irrigation volume, Y = wheat yield,
ET = evapotranspiration, and SP = deep seepage

deeper root growth and uptake of nitrogen from deeper soil
layers, which increased biomass growth, yield, and ET for
this treatment. Substantial reductions in deep seepage were
noted in the 2004-2005 season, but the model continued to
simulate no deep seepage in 2003-2004 under the model-
based irrigation schedule. These results encourage further in-
vestigation into the use of systems approaches to understand
the effects of water management on crop production, such
that appropriate decision tools can be developed to address
water management objectives at field-level and regional
scales.
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CONCLUSIONS

e After a thorough evaluation of CSM-CROPSIM-
CERES-Wheat, the model was able to reasonably
quantify wheat development, growth, and yield re-
sponses to within-season variability in plant popula-
tion and nitrogen application rate and to seasonal
variation in weather and management practices.

* The CSM soil water component was able to reasonably
quantify changes in soil water contents in eight soil lay-
ers in response to variation in irrigation and precipita-
tion over two growing seasons.

* Incorporation and calibration of the EORATIO param-
eter, for adjusting potential ET simulations based on
simulated LAI, was necessary for CSM-CROPSIM-
CERES-Wheat to reasonably simulate actual ET for
the arid conditions of this central Arizona study. Fur-
ther model development, such as incorporation of more
physically based energy balance algorithms, is war-
ranted to improve the model’s ability to simulate ET
without empirical adjustments such as the EORATIO.

* Given that deep seepage for agricultural systems in arid
environments may be within the expected range of er-
ror for simulations of ET and soil water storage, the
reliability of the deep seepage simulation may be ques-
tionable until better simulation techniques are avail-
able for simulating these other aspects of the water
balance.

¢ Until the CSM automatic irrigation algorithms are im-
proved further, users should scrutinize how realistical-
ly the model can produce irrigation schedules for their
particular environment.

* Further investigation is warranted into the use of crop
systems models to evaluate water management alterna-
tives for irrigated agricultural systems.
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